
FedPerfix: Towards Partial Model Personalization of Vision Transformers in Federated Learning 
Guangyu Sun1, Matias Mendieta1, Jun Luo2, Shandong Wu2, Chen Chen1

1Center for Research in Computer Vision, University of Central Florida, USA
2University of Pittsburgh, USA

{guangyu.sun, matias.mendieta}@ucf.edu; jul117@pitt.edu; wus3@upmc.edu; chen.chen@crcv.ucf.edu

How to Personalize? -- A Baseline How to Personalize? –- FedPerfixMotivation

Federated Learning:
• A server will broadcast a global model to the clients.
• Each client performs local training and sends the model 

back to the server
• The server aggregates the received models into a new 

global model
• Repeat it for several rounds.

All clients share the same global model.

Personalized Federated Learning:

 Each client will have its own client model!

• Full model personalization keeps a separate client model for 
each client, while partial model personalization keeps a 
subset of the parameters as personalized parameters for 
each client.

• Partial model personalization shares fewer parameters, 
providing advantages in terms of computation, 
communication, and privacy.

• Previous work focuses on CNNs, while ViTs have shown 
superior performance in many fields.

• Can these methods for CNNs maintain high performance 
with ViT backbones?

•  Where and how to personalize a model with a ViT 
backbone?

Where to Personalize?

A baseline: Vanilla Attention

Attention layers and the classification 
head are the most sensitive layers. 

keep those layers updated locally

However, Vanilla Attention will also 
prevent it from learning general 
information for the global model.

How to Personalize? -- Motivation

Simply keeping the attention layers local 
prevents learning from other clients

PEFT structures as plugins to capture local 
information

Aggregate the attention layers but adapt 
with local personalized modules!

How to Personalize? –- Plugins

Prompts:
Applied to the input

Adapters:
Applied to the MLPs

Prefixes:
Directly applied to attention layers

Prefixes are appended to 
the key and value matrix 
of the self-attention layer

• In Vanilla Prefix-tuning, the prefixes are randomly initialized, 
which can result in unstable performance when initialized 
with different weights.

• To address this issue, we draw inspiration from the parallel 
attention design, which uses adapters to stabilize the 
prefixes.

Generate the Prefixes based on the input 

FedPerfix, short for Federated Personalized Prefix-tuning
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