
Motivation & Objective
 Federated prompt learning leverages CLIP-like 

Vision-Language Models' (VLMs’) robust 
representation learning for federated learning 
(FL), but lacks personalization and restricts 
clients to a single aggregated global model 
under data heterogeneity, failing to exploit the 
lightweight nature of prompts.

Experiments

Conclusions

 Issues with the traditional approaches:

Method
 Novel Architecture: pFedMoAP
 Locally updated prompts shared as specialized experts under the 

scope of Mixture of Experts (MoE).
 Client-specific, parameter-efficient attention-based gating
 Enables multi-source knowledge utilization

 CIFAR10 and CIFAR100 with label shift with (Dir(α = 0.5)) partition into 100 clients
 pFedMoAP outperforms baselines by introducing non-local experts to clients, effectively 

addressing label shifts

 Ablation study on the coefficient for the logits 
from local prompt, λ

 Propose pFedMoAP (Personalized Federated 
Mixture of Adaptive Prompts)
 Knowledge transfer through pre-aggregated 

prompts

 Attention-based gating network from Mixture 
of Experts (MoE) perspective

 Superior performance across 9 datasets under 
various federated settings

 Ablation study on the number of shots

 pFedMoAP pioneers sharing of pre-aggregated  
personalized prompts for federated VLM under the 
scope of MoE, achieving superior performance with 
extreme data heterogeneity.
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ZS CLIP 62.17±0.12 84.47±0.01 75.27±0.05 85.14±0.24 40.21±0.12
CoOp 70.14±0.76 83.21±1.30 70.43±2.42 87.37±0.44 44.23±0.63

PromptFL 72.80±1.14 90.79±0.61 77.31±1.64 89.70±1.99 54.11±0.22
PromptFL+FT 72.31±0.91 91.23±0.50 77.16±1.56 89.70±0.25 53.74±1.36 

Prompt+FedPer 72.11±1.35 89.50±1.62 71.29±1.87 86.72±1.45 50.23±0.82
Prompt+FedProx 66.40±0.29 89.24±0.41 76.24±1.94 89.41±0.55 44.26±1.11
Prompt+FedAMP 69.10±0.13 80.21±0.44 74.48±1.71 87.31±1.60 47.16±0.92

pFedPrompt 86.46±0.15 91.84±0.41 92.26±1.34 96.54±1.31 77.14±0.09
FedOTP 96.23±0.44 98.82±0.11 92.73±0.15 97.02±0.36 87.64±0.70

pFedMoAP (λ=0.0) 97.61±0.11 94.83±0.65 86.71±0.15 95.71±0.37 85.64±0.34
pFedMoAP (λ=0.5) 98.41±0.04 99.06±0.09 93.39±0.09 97.95±0.07 89.13±0.54

 Few-shot performance on CLIP under pathological non-IID setting
 pFedMoAP outperforms other baselines across 5 datasets

CIFAR10 CIFAR100

ZS CLIP 53.46±0.21 32.68±0.00
CoOp 80.84±0.39 48.74±0.17 

PromptFL 73.29±0.37 45.00±0.62
Prompt+FedProx 73.32±0.34 45.63±0.75 

pFedMoAP 83.46±0.53 53.42±0.22

 Prompt Learning for CLIP-like 
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ZS CLIP 9.18±0.62 10.03±0.16 9.93±0.51 10.25±0.40 9.90±1.30 9.54±1.13 9.81±0.30
CoOp 43.84±3.51 45.72±0.85 29.94±0.46 36.83±1.17 31.64±0.49 33.97±0.78 36.99±0.79

PromptFL 27.63±16.41 27.69±18.07 21.62±8.34 23.45±13.49 20.62±11.03 25.90±8.10 24.48±12.52
Prompt+FedProx 22.23±15.42 21.75±17.00 18.58±8.15 19.40±12.59 17.17±10.25 22.49±8.44 20.27±11.83

pFedMoAP 47.49±0.64 46.73±0.71 32.74±0.84 37.16±0.34 31.02±0.59 37.67±0.72 38.80±0.11

 DomainNet with feature shift and label shift with Dir(α = 0.3) partition into 5 clients/domain 
 pFedMoAP remains better than local training and FL with up to 5.94% accuracy boost 

 Workflow of pFedMoAP at client 𝒊𝒊

 Mixture of Experts

 Ill-suited restriction 
for sharing only 
aggregated prompt

 Limited knowledge 
sharing across clients

 Inability to leverage 
multiple prompt 
experts locally Model parameter counts
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 Propose a paradigm shift in personalized 
federated prompt learning:
 Personalized federated prompt learning:

 Challenges conventional restriction on sharing 
a single global model

 Encourages sharing of pre-aggregated prompts
 Sharing only the prompts reduces 

communication overhead (ResNet50: ~25.6 M 
parameters vs. prompt: ~8K parameters)

 Server-Maintained Pool of Prompts with KNN-Based Expert 
Assignment
 Refreshes with new prompts after each round
 Maintains diverse expert prompts from clients
 Each client assigned K non-local experts based on prompt 

similarity
 Facilitates knowledge sharing from clients with similar data 

distributions

 Attention-Based Gating Network
 Provides robustness to adaptive experts
  Serves as enhanced linear probing with higher capacity
  Leverages CLIP's feature alignment through attention 

mechanism
 Remains agnostic to experts' ordering. 
 Multi-head attention (MHA) with image features as query, text 

features as key & value

 Combined Logits Computation
 Balances mixed experts and local prompts contributions
 𝜆𝜆 controls personalization vs. knowledge sharing
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